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Abstract
This paper, by maximizing the conditional probability density function of the state vector given the observed values, presents discrete-time suboptimal maximum a posteriori (MAP) estimators for the nonlinear observation equation with additive white Gaussian observation noise. This paper, at first, proposes two kinds of iterated recursive Wiener extended algorithms for the fixed-point smoothing and filtering estimates. One is regarded as the Newton-Raphson algorithm, since it uses the first derivative in the Hessian with respect to the state vector, of the nonlinear observation function, and the other as the Newton’s algorithm which uses up to the second derivative in the Hessian. Secondly, this paper proposes three kinds of extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)) method and the Nelder-Mead simplex direct search method, in the relation with the MATLAB optimization toolbox respectively.
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1. Introduction
In nonlinear discrete-time stochastic systems, from the viewpoint of the maximum a posteriori (MAP) estimator, given the observed values, the conditional probability density function of the state vector is treated [1]. Maximization of the conditional probability density function with respect to the state vector is transformed into the minimization of the function (6) in [1]. Hence, the unconstrained optimization techniques can solve the minimization problem of the function. The simulation results in [1] show that the iterated extended Kalman filter (IEKF) is superior in estimation accuracy to the extended Kalman filter (EKF) and the unscented Kalman filter (UKF).

As for the unconstrained minimization of the objective function (6) in [1], there might be some useful programs such as “fminunc.m” and “fminsearch.m” in the optimization toolbox of MATLAB or “fmins.m” in Octave. In [2], it is indicated that the posterior mean and the mean by the unscented transformation agree to the third order. In [3], the unconstrained and constrained nonlinear optimization techniques are described.

In [4], the extended recursive Wiener fixed-point smoother and filter are proposed in discrete-time stochastic systems with nonlinear observation mechanism. The extended recursive Wiener estimators use the auto-covariance function of the state vector, expressed by the system matrix Φ, the observation vector C for the state vector x(k), the variance \( K(k,k) = K(0) \) of the state vector and the gradient of the nonlinear observation function with respect to the state vector. The recursive Wiener estimators do not use the information of the input matrix and the input noise variance in
the state equation unlike the Kalman filter based on the state-space models. Hence, the recursive Wiener estimators are not influenced by the modelling errors of the input matrix and the input noise variance in the state equation. From the simulation results in [4], the extended recursive Wiener fixed-point smoother and filter are superior in estimation accuracy to the extended Kalman estimators. Theorem 1 shows the extended recursive Wiener fixed-point smoothing and filtering algorithms [4].

From the above viewpoints on the estimation accuracies of the iterated extended Kalman filter [1] and the extended recursive Wiener estimators [4], compared with the extended Kalman estimators, this paper, based on the minimization of(6) in [1], newly proposes discrete-time suboptimal MAP estimators for the nonlinear observation equation with additive white Gaussian observation noise. This paper, at first, proposes the iterated extended recursive Wiener algorithms for the fixed-point smoothing and filtering estimates. One is regarded as the Newton-Raphson algorithm, since it uses the first derivative in the Hessian with respect to the state vector, of the nonlinear observation function, and the other as the Newton’s algorithm which uses up to the second derivative in the Hessian. Secondly, this paper proposes three kinds of iterated extended fixed-point smoothing and filtering algorithms in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)) method and the Nelder-Mead simplex direct search method, in the relation with the MATLAB optimization toolbox, respectively.

The phase demodulation problem to estimate the signal, from the output that a phase was modulated by the signal, is important in the analog and digital communication systems [5]. In a numerical simulation example concerned with the phase demodulation, the following algorithms are compared.

1) Extended recursive Wiener fixed-point smoothing and filtering algorithms [4].
2) Iterated extended recursive Wiener fixed-point smoothing and filtering algorithms in the case of using the first derivative of the observation function with respect to the state vector in the Hessian.
3) Iterated extended recursive Wiener fixed-point smoothing and filtering algorithms in the case of using up to the second derivative of the observation function with respect to the state vector in the Hessian.
4) Iterated extended recursive Wiener fixed-point smoothing and filtering algorithms obtained based on the iterated extended Kalman filter in [6]. The algorithms are omitted in this paper.
5) Extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the medium-scale Quasi-Newton line search method.
6) Extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the Quasi-Newton (the L-BFGS) method.
7) Extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the Nelder-Mead simplex direct search method.

2. Extended Recursive Wiener Estimation Algorithms for Nonlinear Observation Equation

Now, let a scalar nonlinear observation equation be given by

\[ y(k) = f(z(k), k) + v(k), \quad z(k) = Cx(k), \]  

where \( z(k) \) represents the scalar signal, \( x(k) \) the \( n \times 1 \) state vector and \( v(k) \) the white Gaussian observation noise. Let the state equation for the state vector \( x(k) \) be expressed by

\[ x(k+1) = \Phi x(k) + w(k), \]  

where \( \Phi \) is the state-transition matrix and \( w(k) \) white input noise. It is assumed that the signal and observation noise processes are mutually independent and zero-mean. Let the auto-covariance function of the observation noise \( v(k) \) and the input noise \( v(k) \) be expressed by

\[ E[v(k)v(j)] = R \delta_k(k-j), \quad R > 0 \]  

\[ E[w(k)w(j)] = Q \delta_k(k-j), \quad Q > 0. \]

Here, \( \delta_k(k-j) \) represents the Kronecker \( \delta \) function.
Let $K(k, j) = K(k - j)$ represent the auto-covariance function of the state vector $x(k)$ and let $K(k, j)$ be expressed in the form of

$$
K(k, j) = \begin{cases} 
A(k)B^T(j), 0 \leq j \leq k \\
B(k)A^T(j), 0 \leq k \leq j
\end{cases}
$$

(5)

in wide-sense stationary stochastic systems [7]. Here, $A(k) = \Phi^k$, $B^T(j) = \Phi^{-j}K(j, j) = \Phi^{-j}K(0)$. $K(0)$ represents the variance of the state vector $x(k)$.

Theorem 1 presents the extended recursive Wiener fixed-point smoothing and filtering algorithms [4] for the observation equation, including the nonlinear mechanism of the signal $z(k)$. It is noted that the proposed extended recursive Wiener estimators are sub-optimal because of the Taylor series approximation of the nonlinear observation function.

**Theorem 1** [4]

Let the observation equation, which has the nonlinear mechanism of the signal $z(k)$, be given by (1) for the white Gaussian observation noise. Let the auto-covariance function of the state vector $x(k)$ be expressed by (5) and let the variance of white observation noise be $R$ in wide-sense stationary stochastic systems. Then, the extended recursive Wiener fixed-point smoothing and filtering algorithms, using the covariance information of the signal and observation noise, consist of (6)-(16).

Fixed-point smoothing estimate of the signal $z(k)$ at the fixed point $k$: $\hat{z}(k | L)$

$$
\hat{z}(k | L) = C\hat{x}(k | L)
$$

(6)

Fixed-point smoothing estimate of the state vector $x(k)$ at the fixed point $k$: $\hat{x}(k | L)$

$$
\hat{x}(k | L) = \hat{x}(k | L - 1) + h(k, L, L)(y(L) - f(\hat{z}(L | L - 1), L))
$$

(7)

Smoother gain: $h(k, L, L)$

$$
h(k, L, L) = (K(0)\Phi^T)^{L-k}C^TH^T(L) - q(k | L - 1)\Phi^T C^TH^T(L)
$$

(8)

$$
q(k | L) = q(k | L - 1)\Phi^T + h(k, L, L)H(L)C(K(L, L) - \Phi S(L - 1)\Phi^T)
$$

(9)

Filtering estimate of the signal $z(k)$: $\hat{z}(k | k)$

$$
\hat{z}(k | k) = C\hat{x}(k, k)
$$

(10)

Filtering estimate of the state vector $x(k)$: $\hat{x}(k | k)$

$$
\hat{x}(k | k) = \Phi\hat{x}(k - 1 | k - 1) + G(k)(y(k) - f(\hat{z}(k | k - 1), k)), \hat{x}(0 | 0) = 0
$$

(11)

One-step ahead prediction estimate of the signal $z(k)$: $\hat{z}(k | k - 1)$

$$
\hat{z}(k | k - 1) = H(k)C\hat{x}(k, k - 1)
$$

(12)

One-step ahead prediction estimate of the state vector $x(k)$: $\hat{x}(k | k - 1)$

$$
\hat{x}(k | k - 1) = \Phi\hat{x}(k - 1 | k - 1)
$$

(13)

Auto-variance function of $\hat{x}(k | k)$: $S(k)$

$$
S(k) = \Phi S(k - 1)\Phi^T + G(k)H(k)C(K(k, k) - \Phi S(k - 1)\Phi^T), S(0) = 0
$$

(14)

Filter gain: $G(k)$

$$
G(k) = (K(k, k)C^TH^T(k) - \Phi S(k - 1)\Phi^T C^TH^T(k))/
$$

$$
(R + H(k)C(K(k, k)C^TH^T(k) - H(k)C\Phi S(k - 1)\Phi^T C^TH^T(k))
$$

(15)
Here, the function $H(k)$ is given by

$$H(k) = \frac{\partial f(Cx(k), k)}{\partial x(k)} |_{x(k) = \hat{x}(k[k-1])}.$$  \hspace{1cm} (16)

A necessary condition for the stability of the extended recursive Wiener estimators is given by

$$R + H(k)C\Phi S(k-1)\Phi^T C^TH^T(k) > 0.$$  

Like the design of the extended Kalman filter, in the design of the extended recursive Wiener estimators, the function $H(k)$ is put as $H(k) = \frac{\partial f(Cx(k), k)}{\partial x(k)} |_{x(k) = \hat{x}(k[k-1])}$ expanding the nonlinear observation function in a first-order Taylor series about $\hat{x}(k[k-1])$ [4]. Here, $\hat{z}(k|k-1) = C\Phi \hat{x}(k-1|k-1)$ represents the one-step ahead prediction estimate of the signal $z(k)$.

The difference of the extended recursive Wiener estimators from the extended Kalman estimators lies in the information used. The extended recursive Wiener estimators use the information of $\Phi, C, K(0)$ and $R$. The extended Kalman estimators use their formation of $\Phi, C$ and the variance of the white noise input, $Q$, in (2). Both estimators use the information of nonlinear observation function and the function $H(k)$. Since $\hat{S}(k) = \frac{\partial^2}{\partial x(k)\partial x(k)}$ is the auto-variance function of the filtering estimate $\hat{x}(k,k)$, the filtering error variance function $P(k|k)$ is given by $P(k|k) = K(0) - \hat{S}(k)$. The variance function of the one-step ahead prediction estimate of $x(k)$ is given by $\Phi \hat{S}(k-1)\Phi^T$. One-step ahead prediction error variance function of $x(k)$ is given by $P(k|k-1) = K(k,k) - \Phi \hat{S}(k-1)\Phi^T$.

The simulation result in [4] shows that the extended recursive Wiener filter and fixed-point smoother are superior in estimation accuracy to the extended Kalman estimators respectively.

3. Iterated Extended Recursive Wiener Fixed-Point Smoothing and Filtering Algorithms

This section, likewise the derivation technique of the iterated extended Kalman filter [1], at first, proposes the iterated extended recursive Wiener fixed-point smoothing and filtering algorithms.

On a Bayesian analysis for the nonlinear Gaussian filtering problem, the probability density functions hold the following relationships [1].

$$p(x(k-1) | y(k-1)) \approx N(x(k-1) : \hat{x}(k-1|k-1), P(k-1|k-1)),$$

$$p(x(k) | y(k-1)) \approx N(x(k) : \hat{x}(k|k-1), P(k|k-1)),$$

$$p(x(k) | y(k)) \approx N(x(k) : \hat{x}(k|k), P(k|k)),$$

Where $p(x(k-1) | y(k-1))$ is the initial prior density, $p(x(k) | y(k-1))$ is the prediction density, $p(x(k) | y(k))$ is the posterior density. Here, $Y_k = \{ y(i) \}_{i=1}^{k}$ are the measurements. The conditional probability density function of $x(k+1)$ given $Y_{k+1}$ is obtained, under the Gaussian assumption for all the related random variables, as follows.

$$p(x(k+1) | Y_{k+1}) = p(x(k+1) | y(k+1), Y_{k+1})$$

$$= \frac{1}{b} p(y(k+1) | x(k+1)) p(x(k+1) | Y_k)$$

$$= \frac{1}{b} N[y(k+1) : f(z(k+1), k+1), R] \cdot N[x(k+1) : \hat{x}(k+1|k), P(k+1|k)],$$

Here, $b$ is a constant value. Maximizing the conditional probability density function $p(x(k+1) | Y_{k+1})$ with respect to $x(k+1)$ is equivalent to minimizing $J(x(k+1))$ with respect to $x(k+1)$ [1]. $J(x(k+1))$ is given by
\[ J(x(k+1)) = \frac{1}{2} [y(k+1) - f(Cx(k+1), k+1)]^T R^{-1} [y(k+1) - f(Cx(k+1), k+1)] \]

\[ + \frac{1}{2} [x(k+1) - \hat{x}(k+1|k)]^T P(k+1|k)^{-1} [x(k+1) - \hat{x}(k+1|k)] \]

\[ = \frac{1}{2} r^T(k+1) r(k+1). \]

Here,

\[ r(k+1) = \begin{bmatrix} R^{-\frac{1}{2}} (y(k+1) - f(Cx(k+1), k+1)) \\ P(k+1|k)^{-\frac{1}{2}} (x(k+1) - \hat{x}(k+1|k)) \end{bmatrix}. \]

In (17) \( P(k+1|k) \) represents the prediction error variance function of \( x(k+1) \). In the extended recursive Wiener filter [4], \( S(k) \) represents the variance of the filtering estimate \( \hat{x}(k, k) \) of the state vector \( x(k) \). In terms of \( S(k) \), the prediction error variance function \( P(k+1|k) \) is given by \( P(k+1|k) = K(k+1, k+1) - \Omega_k \Omega_k^T \), where \( K(k+1, k+1) = K(0) \) in wide-sense stationary stochastic systems.

In the Newton’s method, the gradient vector and the Hessian matrix are required. It is necessary that the Hessian matrix \( \nabla^2 J[x(k+1)]_{(x(k)+x(k+1)|)} \) is positive-definite since the \( i+1 \)th filtering estimate \( \hat{x}^{i+1}(k+1|k+1) \) is updated from the \( i \)th filtering estimate \( \hat{x}^i(k+1|k+1) \) by

\[ \hat{x}^{i+1}(k+1|k+1) = \hat{x}^i(k+1|k+1) + (\nabla^2 J[x(k+1)]_{(x(k)+x(k+1)|)})^{-1} \nabla J[x(k+1)]_{(x(k)+x(k+1)|).} \]

In the Newton’s method, if the \( i \)th value \( \hat{x}^i(k+1|k+1) \) is near to the true value \( x(k+1) \), the error between the \( i+1 \)th value \( \hat{x}^{i+1}(k+1|k+1) \) and the true value is almost equal to the value, obtained by multiplying a constant to the square value of the error, provided that \( \nabla^2 J[x(k+1)]_{(x(k)+x(k+1)|)} > 0 \) [8].

Now, let us expand \( J[x(k+1)] \) in a Taylor series up to the second order about the \( i \)th iterated value of the estimate of \( x(k+1) \).

\[ J(x(k+1)) = J(x^i(k+1)] + \nabla J(x(k+1)]_{(x^i(k)+x(k+1)|)} (x(k+1) - x^i(k+1)) \]

\[ + \frac{1}{2} (x(k+1) - x^i(k+1))^T \nabla^2 J(x(k+1)]_{(x^i(k)+x(k+1)|)} (x(k+1) - x^i(k+1)) \]

(18)

Here, \( \nabla J(x(k+1)]_{(x^i(k)+x(k+1)|)} \) and \( \nabla^2 J(x(k+1)]_{(x^i(k)+x(k+1)|)} \) represent the gradient vector and the Hessian matrix, with respect to \( x^i(k+1] \), respectively. By setting the gradient of (18), with respect to \( x(k+1] \), to the zero vector, in accordance with the minimization of \( J(x(k+1]) \), we have an iterated equation of Newton’s method for the \( i+1 \)th filtering estimate \( \hat{x}^{i+1}(k+1|k+1) \) of the state vector \( x(k+1] \) from the \( i \)th filtering estimate \( \hat{x}^i(k+1|k+1) \) as follows.

\[ \hat{x}^{i+1}(k+1|k+1) = \hat{x}^i(k+1|k+1) - [\nabla^2 J(x(k+1)]_{(x^i(k)+x(k+1)|)} \nabla J(x(k+1)]_{(x^i(k)+x(k+1)|}^{-1} \]

(19)

\[ \times \{y(k+1) - f(C\hat{x}^i(k+1|k+1), k+1)} + P(k+1|k)^{-1} \] \( \hat{x}^i(k+1|k+1) - \hat{x}(k+1|k) \} \]

(20)

\[ \nabla^2 J(x(k+1)]_{(x^i(k)+x(k+1)|)} \approx f_k(C\hat{x}^i(k+1|k+1), k+1)^T R^{-1} f_k(C\hat{x}^i(k+1|k+1), k+1)^T + P(k+1|k)^{-1} \]

(21)

Here, the Hessian is calculated approximately to the first derivative of \( J(x(k+1)] \) with respect to \( x(k+1] \) and (19) is obtained by putting \( x(k+1] \) and \( \hat{x}(k+1|k+1) \) to \( \hat{x}^{i+1}(k+1|k+1) \) and \( \hat{x}^{i+1}(k+1|k+1) \) respectively as in [1]. From retaining to the first derivative in (21), the minimization of (18) results in the Newton-Raphson algorithm, which yields an approximate MAP.
filtering estimate $\hat{x}(k + 1 | k + 1)$ of $x(k + 1)$. In [1], it is indicated that
$$(\nabla_x, \nabla_t J) x(k + 1)^{-1} = P(k + 1 | k + 1).$$
Here, $P(k + 1 | k + 1)$ represents the filtering error variance function of $x(k + 1)$. Since $P(k + 1 | k + 1)$ is a positive semi-definite matrix, the filtering estimate might not diverge. From the simulation result in [1], the estimation accuracy of the iterated extended Kalman filter is superior to the EKF and the UKF.

Now, in the followings, let us show the iterated recursive Wiener filtering and fixed-point smoothing algorithms in accordance with the Newton-Raphson method and the Newton’s method.

Initial values at discrete time $k + 1$:

1. $S(1)=0$
2. Filtering estimate of the state vector $x(1) : \hat{x}(1 | 1) = 0$
3. Filtering estimate of the signal $z(1) : \hat{z}(1 | 1) = 0$

Iteration of discrete time $k$ from 1 to last time:

One-step ahead prediction estimate of the state vector $x(k + 1) : \hat{x}(k + 1 | k)$

$$\hat{x}(k + 1 | k) = \Phi \hat{x}(k | k)$$

One-step ahead prediction estimate of the signal $z(k + 1) : \hat{z}(k + 1 | k)$

$$\hat{z}(k + 1 | k) = C \hat{x}(k + 1 | k)$$

One-step ahead prediction error variance function of $x(k + 1)$: $P(k + 1 | k)$

$$P(k + 1 | k) = K(k + 1, k + 1) - \Phi S(k) \Phi^T$$

$$\rho_j^0(k) = \hat{x}(k | k)$$

$$\hat{x}(k | k) = \hat{x}(k | k)$$

Iteration of $j$ from 1 to $I$:

One-step ahead prediction estimate $\hat{x}^j(k + 1 | k)$ of $x(k + 1)$ in the $j$th iteration: $\hat{x}^j(k + 1 | k) = \Phi \hat{x}^j(k | k)$

Differentiate the observation function with respect to $x(k)$ and put $x(k) = \hat{x}^j(k + 1 | k)$.

$$H^j(k + 1) = \frac{\partial f(Cx(k), k)}{\partial x(k)} |_{x(k) = \hat{x}^j(k + 1 | k)}$$

Observed value: $y(k + 1)$

Filter gain in the $j$th iteration: $G^j(k + 1)$

$$G^j(k + 1) = (K(k + 1, k + 1) C^T H^j(k + 1) - \Phi S(k) \Phi^T C^T H^j(k + 1))$$

$$\times [R + H^j(k + 1) C (K(k + 1, k + 1) C^T - C \Phi S(k) \Phi^T C^T) H^j(k + 1)]^{-1}$$

1. Newton-Raphson algorithm

$$\rho_{j+1}^0 = \rho_j^0 + [H^j(k + 1)]^T R^{-1} \hat{x}^j(k + 1) + (K(k + 1, k + 1) - \Phi S(k) \Phi^T)^{-1} [H^j(k + 1) R^{-1}(y(k + 1) - f(C \rho_j^0(k + 1)))]$$

$$+ (K(k + 1, k + 1) - \Phi S(k) \Phi^T)^{-1} (\rho_j^0 - \Phi \hat{x}(k | k))$$

$$\rho_{j+1}^0 = \rho_{j+1}^0$$

2. Newton’s algorithm:
\[ \rho_i^{(j+1)} = \rho_i^j + \left[ \left( H^T(k+1)R^{-1}H^T(k+1) + (K(k+1) + \Phi S(k)\Phi^T)^{-1} - (y(k+1) - f(C\rho_i^j + 1, k+1))R^{-1}f_{x\theta}(C\rho_i^j + 1, k+1) \right) \right. \\
\times \left. \left( -H^T(k+1)R^{-1}(y(k+1) - f(C\rho_i^j + 1, k+1)) + (K(k+1) + 1, k+1) - \Phi S(k)\Phi^T)^{-1}(\rho_i^j - \Phi \tilde{x}(k | k)) \right) \right] \]

\[ \rho_0^{j+1} = \rho_0^{j+1} \]

End of the iteration for \( j \)

Filtering estimate of \( \mathbf{x}(k+1) \): \( \hat{x}(k+1 | k+1) \)

\[ \hat{x}(k+1 | k+1) = \rho_i^{j+1} \]

Filtering estimate of the signal \( z(k+1) \): \( \tilde{z}(k+1 | k+1) \)

\[ \tilde{z}(k+1 | k+1) = C\hat{x}(k+1 | k+1) \]

Time update for the variance of the filtering estimate \( \hat{x}(k+1 | k+1) \) of \( \mathbf{x}(k+1) : S(k+1) \)

\[ S(k+1) = \Phi S(k)\Phi^T + G^T(k+1)H^T(k+1)C \left[ K(k+1,k+1) - \Phi S(k)\Phi^T \right] \]

Filtering error variance function of \( \mathbf{x}(k+1) : P(k+1 | k+1) \)

\[ P(k+1 | k+1) = K(k+1,k+1) - S(k+1) \]

Initial value of the fixed-point smoothing estimate: \( \hat{x}(k+1 | k+1) \)

Initial value of \( q(k+1) : q(k+1) = S(k+1) \)

Iteration of \( i \) from 1 to \( \text{Lag}(=L) \):

Iteration of \( j \) from 1 to 1:

One-step ahead prediction estimate \( \hat{x}(k+i+1 | k+i) \) of \( x(k+i) \) in the \( j \)th iteration:

\[ \hat{x}^i(k+i+1 | k+i) = \Phi \hat{x}^i(k+i | k+i) \]

Differentiate the observation function with respect to \( \mathbf{x}(k) \) and put \( x(k) = \hat{x}^i(k+i | k+i) \).

\[ H^j(k+i+1) = \frac{\partial f(Cx(k), k)}{\partial x(k)} \bigg|_{x(k) = \hat{x}^i(k+i | k+i)} \]

Observed value: \( y(k+i+1) \)

Filter gain in the \( j \)th iteration: \( G^j(k+i+1) \)

\[ G^j(k+i+1) = \left( K(k+i+1,k+i+1) + \Phi S(k+i)\Phi^T C^T H^j(k+i+1) \right) \]

\[ \times \left( \Phi S(k+i)\Phi^T C^T H^j(k+i+1) - \Phi S(k+i)\Phi^T \right) \]

(1) Quasi-Raphson algorithm:

\[ \rho_i^{(j+1)} = \rho_i^j + \left[ \left( H^T(k+i+1)R^{-1}H^T(k+i+1) + (K(k+i+1,k+i+1) - \Phi S(k+i)\Phi^T)^{-1} \right) \right. \]

\[ \times \left. \left( -H^T(k+i+1)R^{-1}(y(k+i+1) - f(C\rho_i^j, k+i+1)) + (K(k+i+1,k+i+1) - \Phi S(k+i)\Phi^T)^{-1}(\rho_i^j - \Phi \tilde{x}(k+i | k+i)) \right) \right] \]

\[ \rho_0^{j+1} = \rho_0^{j+1} \]

(2) Newton’s algorithm:
\[
\rho_i^{(j+1)} = \rho_i^j + [\Phi \Sigma_{k+1} \Phi^T]^{-1} (R + \Phi \Sigma_{k+1} \Phi^T)^{-1} (y(k+i+1) - \Phi \hat{x}(k+i+1))
\]

\[
\hat{x}(k+i+1|k+i+1) = \hat{x}(k+i+1|k+i) + \Phi \Sigma_{k+1} \Phi^T (R + \Phi \Sigma_{k+1} \Phi^T)^{-1} (y(k+i+1) - \Phi \hat{x}(k+i+1))
\]

Method 1: In accordance with the minimization of the function \( J(x(k+1)) \) of (17), the medium-scale Quasi-Newton line search method is used. The finite difference method gets the gradient of \( f(Cx(k),k) \) in terms of the MATLAB program “fminunc.m” in the optimization toolbox.
Method 2: In accordance with the minimization of the function \( J(x(k+1)) \) of (17), by providing the gradient of the function \( f(Cx(k),k) \), the Quasi-Newton (the L-BFGS) method is applied in terms of the MATLAB program “fminunc.m” in the optimization toolbox.

Method 3: In accordance with the minimization of the function \( J(x(k+1)) \) of (17), the Nelder-Mead simplex direct search method is applied in terms of the MATLAB program “fminsearch.m” in the optimization toolbox.

Initial values at discrete time 1:

(1) \( S(1) = 0 \)

(2) Filtering estimate of the state vector \( \mathbf{x}(1) \) : \( \hat{x}(1 | 1) = 0 \)

(3) Filtering estimate of the signal \( z(1) \) : \( \hat{z}(1 | 1) = 0 \)

Iteration of discrete time \( k \) from 1 to last time:

One-step ahead prediction estimate of the state vector \( \mathbf{x}(k+1) \) : \( \tilde{x}(k+1 | k) \)

\( \tilde{x}(k+1 | k) = \Phi \tilde{x}(k | k) \)

One-step ahead prediction estimate of the signal \( z(k+1) \) : \( \tilde{z}(k+1 | k) \)

\( \tilde{z}(k+1 | k) = C \tilde{x}(k+1 | k) \)

One-step ahead prediction error variance function of \( x(k+1) \) : \( P(k+1 | k) \)

\( P(k+1 | k) = K(k+1, k+1) - \Phi S(k) \Phi^T \)

Observed value: \( y(k+1) \)

Let the optimal value, which minimizes the function \( J(x(k+1)) \) of

\[
J(x(k+1)) = \frac{1}{2} [y(k+1) - f(Cx(k+1), k+1)]^T R^{-1} [y(k+1) - f(Cx(k+1), k+1)] \\
+ \frac{1}{2} [x(k+1) - \tilde{x}(k+1 | k)]^T P(k+1 | k)^{-1} [x(k+1) - \tilde{x}(k+1 | k)]
\]

with respect to \( \mathbf{x}(k+1) \), be \( x_{opt}(k+1) \) through the following three methods respectively.

Method 1: In accordance with the minimization of the function \( J(x(k+1)) \), the medium-scale Quasi-Newton line search method is used. The finite difference method is used to get the gradient of the function \( f(Cx(k+1), k+1) \) in the MATLAB program “fminunc.m”.

Method 2: In accordance with the minimization of the function \( J(x(k+1)) \), by providing the gradient of the function \( f(Cx(k+1), k+1) \), the Quasi-Newton (the L-BFGS) method is used in the MATLAB program “fminunc.m”.

Method 3: In accordance with the minimization of the function \( J(x(k+1)) \), the Nelder-Mead simplex direct search method is used in the MATLAB program “fminsearch.m”.

Filtering estimate of \( \mathbf{x}(k+1) \) : \( \hat{x}(k+1 | k+1) \)

\( \hat{x}(k+1 | k+1) = x_{opt}(k+1) \)

Filtering estimate of the signal \( z(k+1) \) : \( \tilde{z}(k+1 | k+1) \)

\( \tilde{z}(k+1 | k+1) = C \tilde{x}(k+1 | k+1) \)

Differentiate the observation function with respect to \( \mathbf{x}(k) \) and put \( \mathbf{x}(k) = \tilde{x}(k+1 | k) \)
Filter gain in the \( j \)th iteration: \( G(k+1) \)

\[
G(k+1) = \left( K(k+1, k+1) C^T H(k+1) - \Phi S(k) \Phi^T C^T H(k+1) \right)
\times \left[ R + H(k+1)(C K(k+1, k+1) C^T - C \Phi S(k) \Phi^T C^T) H(k+1)^T \right]^{-1}
\]

Variance of the filtering estimate \( \hat{x}(k+1|k+1) \) of \( x(k+1): S(k+1) \)

\[
S(k+1) = \Phi S(k) \Phi^T + G(k+1) H(k+1) C \left( K(k+1, k+1) - \Phi S(k) \Phi^T \right)
\]

Filtering error variance function of \( x(k+1): P(k+1|k+1) \)

\[
P(k+1|k+1) = K(k+1, k+1) - S(k+1)
\]

Initial value of the fixed-point smoothing estimate: \( \hat{x}(k+1|k+1) \)

Initial value of \( q(k+1): q(k+1) = S(k+1) \)

Iteration of \( i \) from 1 to \( \text{Lag}(=L) \)

One-step ahead prediction estimate \( \hat{x}(k+i+1|k+i) \) of \( x(k+i): \hat{x}(k+i+1|k+i) \)

\[
\hat{x}(k+i+1|k+i) = \Phi \hat{x}(k+i|k+i)
\]

Observed value: \( y(k+i+1) \)

Let the optimal value, which minimizes the function \( J(x(k+i+1)) \) of

\[
J(x(k+i+1)) = \frac{1}{2} [y(k+i+1) - f(Cx(k+i+1), k+i+1)]^T R^{-1} \left[ y(k+i+1) - f(Cx(k+i+1), k+i+1) \right]
\]

\[
+ \frac{1}{2} [x(k+i+1) - \hat{x}(k+i+1|k+i)]^T P(k+i+1|k+i) \hat{x}(k+i+1|k+i)^T \left[ x(k+i+1) - \hat{x}(k+i+1|k+i) \right]
\]

with respect to \( x(k+i+1) \), be \( x_{opt}(k+i+1)^T \) through the following three methods respectively.

**Method 1:** In accordance with the minimization of the function \( J(x(k+i+1)) \), the medium-scale Quasi-Newton line search method is used. The finite difference method to get the gradient is used, without providing the gradient of the function \( f(Cx(k+i+1), k+i+1) \), by the MATLAB program “fminunc.m”.

**Method 2:** In accordance with the minimization of the function \( J(x(k+i+1)) \), by providing the gradient of the function \( f(Cx(k+i+1), k+i+1) \), the Quasi-Newton (the L-BFGS) method is used by the MATLAB program “fminunc.m”.

**Method 3:** In accordance with the minimization of the function \( J(x(k+i+1)) \), the Nelder-Mead simplex direct search method is used by the MATLAB program “fminsearch.m”.

Filtering estimate of \( x(k+i+1): \hat{x}(k+i+1|k+i+1) \)

\[
\hat{x}(k+i+1|k+i+1) = x_{opt}(k+i+1)^T
\]

Filtering estimate of the signal \( z(k+i+1): \hat{z}(k+i+1|k+i+1) \)

\[
\hat{z}(k+i+1|k+i+1) = C \hat{x}(k+i+1|k+i+1)
\]

Differentiate the observation function with respect to \( x(k) \) and put \( x(k) = \hat{x}(k+i+1|k+i) \)
\[
H(k+i+1) = \frac{\partial y}{\partial x(k)}|_{\xi(k) = x(k+i)} \circ \frac{\partial x(k)}{\partial (k+i)}
\]

Filter gain: \( G(k+i+1) \)

\[
G(k+i+1) = \left( K(k+i+1, k+i+1) C^T H(k+i+1) - \Phi S(k+i) \Phi^T C^T H(k+i+1) \right) \\
\{R + H(k+i+1) \left[ C K(k+i+1, k+i+1) C^T - C \Phi S(k+i) \Phi^T C^T \right] H(k+i+1) \}^{-1}
\]

Variance of the filtering estimate \( \dot{x}(k+i+1 | k+i+1) \) of \( x(k+i+1): \mathcal{S} (k+i+1) \)

\[
\text{S}(k+i+1) = \Phi \text{S}(k+i) \Phi^T + G(k+i+1) H(k+i+1) \left[ K(k+i+1, k+i+1) - \Phi \text{S}(k+i) \Phi^T \right]
\]

Filtering error variance function of \( x(k+i+1): \mathcal{P}(k+i+1 | k+i+1) \)

\[
\text{P}(k+i+1 | k+i+1) = K(k+i+1, k+i+1) - \text{S}(k+i+1)
\]

Smoother gain: \( h(k+1, k+i+1, k+i+1) \)

\[
h(k+1, k+i+1, k+i+1) = (K(k+i+1, k+i) (\Phi^T)^T C^T H(k+i+1) - q(k | k+i) \Phi C^T H(k+i+1)) \\
\times (R + H(k+i+1) \left[ C K(k+i+1, k+i+1) C^T - H(k+i+1) C \Phi S(k+i) \Phi^T C^T \right] H(k+i+1))^{-1}
\]

\[
q(k+i+1) = q(k+i) \Phi^T + h(k+1, k+i+1, k+i+1) H(k+i+1) \left( K(k+i+1, k+i) - \text{S}(k+i) \Phi^T \right)
\]

Fixed-point smoothing estimate of \( x(k+1) \) at the fixed point \( k: \hat{x}(k+1 | k+i+1) \)

\[
\hat{x}(k+1 | k+i+1) = \hat{x}(k+1 | k+i) + h(k+1, k+i+1, k+i+1) (y(k+i+1) - f(C\hat{x}(k+i+1 | k+i+1), k+i+1))
\]

End of the iteration for \( i \)

End of the iteration for \( k \)

Now, let us show a numerical simulation example in section 4.

### 4. A Numerical Simulation Example

Let a scalar observation equation with the nonlinear mechanism be given by

\[
y(k) = f(z(k), k) + v(k), \quad z(k) = C x(k), \quad f(z(k), k) = \cos(2\pi f_c k \Delta + m_A z(k)), \quad f_c = 1.000 \quad [\text{Hz}], \quad \Delta = 0.000090703, \quad m_A = 1.2. \tag{22}
\]

The nonlinear function in (22) shows the phase modulation in analogue communication systems [8]. Here, \( f_c, \Delta \) and \( m_A \) represent the carrier frequency, the sampling period of the signal \( z(k) \) and the phase sensitivity respectively. Let \( v(k) \) be the white Gaussian observation noise with the mean zero and the variance \( R \), which is denoted by \( N(0, R) \). The gradient of the nonlinear function \( f(Cx(k), k) \) with respect to \( x(k) \) is given by

\[
H(k) = \frac{\partial y}{\partial x(k)}|_{\xi(k) = x(k+i)} \circ \frac{\partial x(k)}{\partial (k+i)} = -m_A C \sin(2\pi f_c k \Delta + m_A \hat{C} x(k+1 | k+i)), \quad \hat{z}(k+1 | k+i) = C \hat{x}(k+1 | k+i) \tag{23}
\]

where \( x(k) \) is set to \( \hat{x}(k+1 | k+i) \).

Let the signal \( z(k) \) be expressed by the state vector \( x(k) \), which consists of the state variables as

\[
x_1(k) = z(k), \quad x_2(k) = z(k+1), \quad \ldots, \quad x_n(k) = z(k+n-1), \quad \]

\[
z(k) = C x(k), \quad x(k) = [x_1(k), x_2(k), \ldots, x_n(k)]^T, \quad z(k) = x_1(k), \quad C = [1 \quad 0 \cdots 0]. \tag{24}
\]
Let us consider to estimate a vowel signal spoken by the author. Its phonetic symbol is written as “/i:”. The sampling frequency of the voice signal is 11025 [kHz]. The auto-covariance data of the signal process are calculated in terms of the N=350 sampled data. Let the stochastic process of the vowel signal be modeled in terms of the autoregressive (AR) process of order $n=10$ as

$$z(k) = -a_1 z(k-1) - a_2 z(k-2) - \cdots - a_n z(k-n) + e(k),$$

where $E[e(k)] = 0$ and $\sigma^2 \delta_k (k-s)$.

(25)

Let $K_i(z)$, $i=1, \ldots, n$, represent the auto-covariance data of the signal $z(k)$ in wide-sense stationary stochastic systems. The AR parameters $a_i$, $i=1, \ldots, n$, are calculated by the Yule-Walker equations.

$$(26)$$

$$\begin{bmatrix} K_i(0) & K_i(1) & \cdots & K_i(n-2) & K_i(n-1) \\ K_i(1) & K_i(0) & \cdots & K_i(n-3) & K_i(n-2) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ K_i(n-2) & K_i(n-3) & \cdots & K_i(0) & K_i(1) \\ K_i(n-1) & K_i(n-2) & \cdots & K_i(1) & K_i(0) \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_{n-1} \\ a_n \end{bmatrix} = \begin{bmatrix} -K_i(1) \\ -K_i(2) \\ \vdots \\ -K_i(n-1) \\ -K_i(n) \end{bmatrix}$$

By referring to [10], [11], the 1 x n observation vector $C$, the auto-variance function $K(0)$ of the state vector $x(k)$ and the system matrix $\Phi$ are obtained in terms of the auto-covariance data of the signal as follows:

$$C = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix},$$

(27)

$$K(0) = \begin{bmatrix} K_i(0) & K_i(1) & \cdots & K_i(n-2) & K_i(n-1) \\ K_i(1) & K_i(0) & \cdots & K_i(n-3) & K_i(n-2) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ K_i(n-2) & K_i(n-3) & \cdots & K_i(0) & K_i(1) \\ K_i(n-1) & K_i(n-2) & \cdots & K_i(1) & K_i(0) \end{bmatrix},$$

(28)

$$\Phi = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ -a_n & -a_{n-1} & -a_{n-2} & \cdots & -a_2 & -a_1 \end{bmatrix}$$

(29)

$K(0)$ is also called the Hankel matrix. As indicated in [11],[12], a finite dimensional realization for $z(k)$ exists if and only if the rank of the Hankel matrix is $n$.

Figure 1 illustrates the signal $z(k)$, the filtering estimate $\hat{z}(k|k)$ and the fixed-point smoothing estimate $\hat{z}(k|k+5)$, by the proposed iterated extended recursive Wiener fixed-point smoother and filter in the case of using the first derivative of $f(x(k),k)$ with respect to $x(k)$ in the Hessian, vs. $\hat{k}$ for the signal to noise ratio (SNR) 20 [dB]. From Figure 1, it is seen that the fixed-point smoothing estimate $\hat{z}(k|k+5)$ is superior in estimation accuracy to the filtering estimate. Here, the iteration number $l$ in the calculation of the filtering and fixed-point smoothing estimate is 20. Table 1 shows the mean of 20 trials for the mean-square values (MSVs) of the estimation errors in terms of $10 \log_{10} \frac{\sum_{k=1}^{50} (z(k) - \hat{z}(k|k))^2 / 550}{\text{Var}(z(k))}$ [dB] and $10 \log_{10} \frac{\sum_{k=1}^{50} (z(k) - \hat{z}(k|k+Lag))^2 / 550}{\text{Var}(z(k))}$ [dB], Lag = 1, 2, ..., 5, $\text{Var}(z(k)) = 0.9377$, by the extended recursive Wiener filter and fixed-point smoother [4]. From Table 1, in each signal-to-noise ratio (SNR) [dB], the estimation accuracy for the fixed-point smoother is superior to that of the filter. Table 2 shows the mean of 20 trials for the MSVs of the estimation errors by the iterated extended recursive Wiener fixed-point smoother and filter in the case of using the first derivative of $f(x(k),k)$ with respect to $x(k)$ in the Hessian. From Table 2, in each SNR [dB], the estimation accuracy for the fixed-point smoother is superior to that of the filter. Here, the iteration number $l$ is 20. Table 3 shows the mean of 20
trials of the MSVs of the estimation errors by the iterated extended recursive Wiener fixed-point smoother and filter in the case of using up to the second derivative of \( f(x(k), k) \) with respect to \( x(k) \) in the Hessian. From Table 3, in each SNR [dB], the estimation accuracy for the fixed-point smoother is superior to that of the filter. Here, the iteration number \( I \) is 20. Table 4 shows the mean of 20 trials for the MSVs of the estimation errors by the iterated extended recursive Wiener fixed-point smoother and filter, which are obtained based on the iterated extended Kalman filter in [6]. From Table 1 to Table 4, the extended recursive Wiener estimators in the case of using the first derivative of \( f(x(k), k) \) with respect to \( x(k) \) in the Hessian have almost the same estimation accuracy and are superior in estimation accuracy to the iterated extended recursive Wiener estimators obtained based on the iterated extended Kalman filter in [6]. Table 5 shows the mean of 20 trials for the MSVs of the
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**Figure 1** Signal \( z(k) \), the filtering estimate \( \hat{z}(k | k) \) and the fixed-point smoothing estimate \( \hat{z}(k | k + 5) \), by the proposed iterated extended recursive Wiener fixed-point smoother and filter in the case of using the first derivative of \( f(x(k), k) \) with respect to \( x(k) \) in the Hessian, vs. \( k \) for the signal to noise ratio (SNR) 20 [dB].

**Table 1 Mean of 20 trials for the MSVs of the estimation errors by the extended recursive Wiener fixed-point smoother and filter [4].**

| Signal to noise ratio (SNR) [dB] | MSV in [dB] for \( \hat{z}(k | k) \) | MSV in [dB] for \( \hat{z}(k | k + 1) \) | MSV in [dB] for \( \hat{z}(k | k + 2) \) | MSV in [dB] for \( \hat{z}(k | k + 3) \) | MSV in [dB] for \( \hat{z}(k | k + 4) \) | MSV in [dB] for \( \hat{z}(k | k + 5) \) |
|---------------------------------|----------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
estimation errors by the extended recursive Wiener fixed-point smoother and filter in accordance with the medium-scale Quasi-Newton line search method in minimizing the function $J(x(k))$. The finite difference method to get the gradient is used by the MATLAB program “fminunc.m” in the optimization toolbox. Table 6 shows the mean of 20 trials for the MSVs of the estimation errors by the extended recursive Wiener fixed-point smoother and filter in accordance with the Quasi Newton (the L-BFGS) method in minimizing the function $J(x(k))$. In the minimization, the MATLAB program “fminunc.m” in the optimization tool box is used under the condition that the gradient of $f(x(k),k)$ is provided. Table 7 shows the mean of 20 trials for the MSVs of the estimation errors by the extended recursive Wiener fixed-point smoother and filter in accordance with the Nelder-Mead simplex direct search method. In the minimization of the function $J(x(k))$.

Table 2 Mean of 20 trials for the MSVs of the estimation errors by the iterated extended recursive Wiener fixed-point smoother and filter in the case of using the first derivative of $f(x(k),k)$ with respect to $x(k)$ in the Hessian.

| Signal to noise ratio (SNR) [dB] | MSV in [dB] for $\hat{z}(k | k)$ | MSV in [dB] for $\hat{z}(k | k+1)$ | MSV in [dB] for $\hat{z}(k | k+2)$ | MSV in [dB] for $\hat{z}(k | k+3)$ | MSV in [dB] for $\hat{z}(k | k+4)$ | MSV in [dB] for $\hat{z}(k | k+5)$ |
|--------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|

Table 3 Mean of 20 trials for the MSVs of the estimation errors by the iterated extended recursive Wiener fixed-point smoother and filter in the case of using up to the second derivative of $f(x(k),k)$ with respect to $x(k)$ in the Hessian.

| Signal to noise ratio (SNR) [dB] | MSV in [dB] for $\hat{z}(k | k)$ | MSV in [dB] for $\hat{z}(k | k+1)$ | MSV in [dB] for $\hat{z}(k | k+2)$ | MSV in [dB] for $\hat{z}(k | k+3)$ | MSV in [dB] for $\hat{z}(k | k+4)$ | MSV in [dB] for $\hat{z}(k | k+5)$ |
|--------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|

Table 4 Mean of 20 trials for the MSVs of the estimation errors by the iterated extended recursive Wiener fixed-point smoother and filter obtained based on the iterated extended Kalman filter in [6].

| Signal to noise ratio (SNR) [dB] | MSV in [dB] for $\hat{z}(k | k)$ | MSV in [dB] for $\hat{z}(k | k+1)$ | MSV in [dB] for $\hat{z}(k | k+2)$ | MSV in [dB] for $\hat{z}(k | k+3)$ | MSV in [dB] for $\hat{z}(k | k+4)$ | MSV in [dB] for $\hat{z}(k | k+5)$ |
|--------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| 10 [dB]                       | -16.9881                         | -17.4304                         | -17.5647                         | -17.6469                         | -17.9209                         | -17.9468                         |

Table 5 Mean of 20 trials for the MSVs of the estimation errors by the extended recursive Wiener fixed-point smoother and filter in accordance with the medium-scale Quasi-Newton line search method.
The MATLAB program “fminsearch.m” in the optimization toolbox is used. From Table 5, Table 6 and Table 7, in each SNR [dB], the estimation accuracy for the fixed-point smoother is superior to that of the filter and, as the Lag increases, there is a tendency that the estimation accuracy of the fixed-point smoother is improved. Also, the estimation accuracies for the extended recursive Wiener fixed-point smoother and the filter, in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (L-BFGS) method and the Nelder-Mead simplex direct search method, are almost same. The extended recursive Wiener estimators [4] and the three kinds of iterated extended recursive Wiener estimators are superior in estimation accuracy to the extended recursive Wiener estimators in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (L-BFGS) method and the Nelder-Mead simplex direct search method. Table 8 compares the computation times of the filtering estimate \( \hat{z}(k | k) \) and the fixed-point smoothing estimate \( \hat{z}(k | k + 1) \), \( 1 \leq k \leq 550 \) per trial for seven estimation techniques. Among the seven estimation algorithms, the extended recursive Wiener fixed-point smoother and filter [4] show the shortest computational time. It takes long computational times in the extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (the L-BFGS) method and the Nelder-Mead simplex direct search method. Here, in the computations of the estimates, MATLAB R2013a is used on DELL PC Optiplex 3020 (Intel® Celeron® CPU G1820 @ 2.70 GHz, OS: Windows 10, RAM: 4 GB).

### Table 6 Mean of 20 trials for the MSVs of the estimation errors by the extended recursive Wiener fixed-point smoother and filter in accordance with the Quasi-Newton (the L-BFGS) method.

| Signal to noise ratio (SNR) [dB] | \( \hat{z}(k | k) \) | \( \hat{z}(k | k + 1) \) | \( \hat{z}(k | k + 2) \) | \( \hat{z}(k | k + 3) \) | \( \hat{z}(k | k + 4) \) | \( \hat{z}(k | k + 5) \) |
|----------------------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|

### Table 7 Mean of 20 trials for the MSVs of the estimation errors by the extended recursive Wiener fixed-point smoother and filter in accordance with the Nelder-Mead simplex direct search method.

| Signal to noise ratio (SNR) [dB] | \( \hat{z}(k | k) \) | \( \hat{z}(k | k + 1) \) | \( \hat{z}(k | k + 2) \) | \( \hat{z}(k | k + 3) \) | \( \hat{z}(k | k + 4) \) | \( \hat{z}(k | k + 5) \) |
|----------------------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|

The MATLAB program “fminsearch.m” in the optimization toolbox is used. From Table 5, Table 6 and Table 7, in each SNR [dB], the estimation accuracy for the fixed-point smoother is superior to that of the filter and, as the Lag increases, there is a tendency that the estimation accuracy of the fixed-point smoother is improved. Also, the estimation accuracies for the extended recursive Wiener fixed-point smoother and the filter, in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (L-BFGS) method and the Nelder-Mead simplex direct search method, are almost same. The extended recursive Wiener estimators [4] and the three kinds of iterated extended recursive Wiener estimators are superior in estimation accuracy to the extended recursive Wiener estimators in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (L-BFGS) method and the Nelder-Mead simplex direct search method. Table 8 compares the computation times of the filtering estimate \( \hat{z}(k | k) \) and the fixed-point smoothing estimate \( \hat{z}(k | k + 1) \), \( 1 \leq k \leq 550 \) per trial for seven estimation techniques. Among the seven estimation algorithms, the extended recursive Wiener fixed-point smoother and filter [4] show the shortest computational time. It takes long computational times in the extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (the L-BFGS) method and the Nelder-Mead simplex direct search method. Here, in the computations of the estimates, MATLAB R2013a is used on DELL PC Optiplex 3020 (Intel® Celeron® CPU G1820 @ 2.70 GHz, OS: Windows 10, RAM: 4 GB).
For the smooth nonlinear modulation function whose deviations from the reference (nominal) trajectory are small enough to allow linear perturbation techniques [13], the extended recursive Wiener estimators are feasible in estimation accuracy. Likewise, from the above simulation, the iterated extended recursive Wiener estimators, in both cases of using the first derivative of \( f(x(k), k) \) and up to the second derivative of \( f(x(k), k) \) with respect to \( x(k) \) in the Hessian, have shown the feasible estimation performance.

Table 8 Comparison of computation times of the filtering estimate \( \hat{z}(k | k) \) and the fixed-point smoothing estimate \( \hat{z}(k | k+1) \), \( 1 \leq k \leq 550 \) per trial for seven estimation techniques.

<table>
<thead>
<tr>
<th>Nonlinear estimation techniques (Table No.)</th>
<th>Computation time (numbered in ascending order of computation time of the seven methods)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Extended recursive Wiener fixed-point smoother and filter [4]. (Table 1)</td>
<td>0.642188 <a href="1">s</a></td>
</tr>
<tr>
<td>2. Iterated extended recursive Wiener fixed-point smoother and filter in the case of using the first derivative of ( f(x(k), k) ) with respect to ( x(k) ) in the Hessian. (Table 2)</td>
<td>7.882021 [s] for the iteration ( l = 20 )(3)</td>
</tr>
<tr>
<td>3. Iterated extended recursive Wiener fixed-point smoother and filter in the case of using up to the second derivative of ( f(x(k), k) ) with respect to ( x(k) ) in the Hessian. (Table 3)</td>
<td>8.120086 [s] for the iteration ( l = 20 )(4)</td>
</tr>
<tr>
<td>4. Iterated extended recursive Wiener fixed-point smoother and filter obtained based on the extended Kalman filter in [6]. (Table 4)</td>
<td>1.711135 [s] for the iteration ( l = 20 )(2)</td>
</tr>
<tr>
<td>5. Extended recursive Wiener fixed-point smoother and filter in accordance with the medium-scale Quasi-Newton line search method. (Table 5)</td>
<td>96.268837 <a href="7">s</a></td>
</tr>
<tr>
<td>6. Extended recursive Wiener fixed-point smoother and filter algorithms in accordance with the Quasi-Newton (L-BFGS) method. (Table 6)</td>
<td>61.558414 <a href="5">s</a></td>
</tr>
<tr>
<td>7. Extended recursive Wiener fixed-point smoother and filter in accordance with the Nelder-Mead simplex direct search method. (Table 7)</td>
<td>83.857940 <a href="6">s</a></td>
</tr>
</tbody>
</table>

5. Conclusions

This paper has proposed approximate MAP extended recursive Wiener fixed-point smoother and filter for the white Gaussian observation noise. This paper, at first, has devised two kinds of iterated extended recursive Wiener extended algorithms for the fixed-point smoothing and filtering estimates. One is regarded as the Newton-Raphson algorithm, since it use the first derivative in the Hessian with respect to the state vector, of the nonlinear observation function, and the other as the Newton’s algorithm which uses up to the second derivative in the Hessian. Secondly, this paper has proposed three kinds of extended recursive Wiener fixed-point smoothing and filtering algorithms in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (the L-BFGS) method and the Nelder-Mead simplex direct search method.

Among the seven estimation algorithms, the extended recursive Wiener fixed-point smoother and filter [4] have shown the shortest computational time. It takes long computational times in the extended recursive Wiener fixed-point smoother and filter in accordance with the medium-scale Quasi-Newton line search method, the Quasi-Newton (the L-BFGS) method and the Nelder-Mead simplex direct search method. From the aspect of the estimation accuracy, these three estimators are inferior to the extended recursive Wiener estimators [4] and the three kinds of iterated extended recursive
Wiener estimators. The extended recursive Wiener estimators [4], the iterated extended recursive Wiener estimators in the both cases of using the first derivative of \( f(x(k), k) \) and up to the second derivative of \( f(x(k), k) \) with respect to \( x(k) \) in the Hessian have almost the same estimation accuracy and are superior in estimation accuracy to the iterated extended recursive Wiener estimators, obtained based on the iterated extended Kalman filter in [6].
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